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Unit 6: One and Two Variable data analysis  

Lesson 6.1: Line of Best fit    

Learning Goal: Determine a correlation coefficient to classify a linear relation 

Two-Variable analysis 

§ Two-variable statistics provides methods for finding relationships ________________ variables.  
§ Shows whether one variable (dependent variable) is affected by another variable (independent variable) 

 
Correlations 

§ A linear correlation exists if changes in one variable tend to be ________________ to changes in the other 
§ They have a ____________________ linear correlation if Y increases at a constant rate as X increases. 
§ They have a ____________________ linear correlation if Y decreases at a constant rate as X increases.  
§ A ____________________________ is the straight line that passes as close as possible to all of the points on a 

scatter plot. 
§ The stronger the correlation, the more closely the data points cluster around the LOBF.  

 

The correlation coefficient, r 

§ A scatter plot can give only a rough indication of the correlation between two variables  
§ The covariance depends on how the deviation of the two variables are related  

 
Covariance 
                               
 
 

 
§ Covariance will have a large positive value if both (x − 𝑥) and (y − 𝑦) tend to be large at the same time 
§ Covariance will have a negative value if one tends to be positive when the other is negative 

Correlation coefficient, r, will be obtained when the covariance divided by the product of the standard 
deviations for X and Y.  
 
Correlation coefficient 
 
 
 

 
§ Correlation coefficient is a measure of how well a linear model fits a two-variable set of data 
§ Always has values in the range from – 1 to 1 
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Classifying linear correlations and Direction of relationship 

§ linear correlations can have positive or negative relationships, or no relationship at all.  
§ The strength of the relationships are classified as weak, moderate, strong, or perfect.  

For instance:   

§ – 1 indicates perfectly negative correlated  
§ – 0.8 indicates strongly negative correlated 
§ 0 indicates no correlation between dependent and independent variables 
§ 1 indicates perfectly positively correlated  
§ 0.8 indicates strongly positively correlated 
§ 0.4 or – 0.4 is moderately positive/negative correlated 
§ 0.1 or – 0.1 is weakly positive/negative correlated 

  

Activity:  

§ classify the relationship between the variables X and Y for the data shown in the following diagrams using a 
combination of relationship direction and strength (i.e., strong negative or weak positive) 

§ identify an approximate correlation coefficient value for each graph. 

 

 

 

Calculating the correlation coefficient  

A survey of a group of randomly selected students compared the number of hours of television they watched per week 
with their grade average.  

1. Create a scatter plot and classify the linear correlation between the two variables (positive or negative and 
strong, moderate, or weak) 

2. Determine the correlation coefficient  

Continues on next page… 
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Hours/week, X Grade %, Y 𝑋' 𝑌' 𝑋𝑌	 

     

     

     

     

     

     

     

     

 

  

 

Can you make any conclusions about the effect that watching television has on academic achievement?  
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Activity:  

 

 

 

 

 

 

 

 

 

 

 

 

Linear regression    
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Learning Goal: Analyze & interpret statistical information to assess reliability and validity of conclusions 

 

Linear Regression 

§ An analytic technique for determine the relationship between a dependent and independent variable 
§ By finding and using the equation for the LOBF, you can answer questions about trends in the data 

 
o __________________ is when you estimate _____________________________________ 

 
o __________________is when you predict _______________________________________ 

 
§ Creating a LOBF using a least-squares fit gives more accurate results, especially for weak correlations  

 

Least-squares fit 

§ Determines the residuals (vertical deviation from the LOBF) 
o Residuals are positive for points above the line and negative for points below the line 
o The sum of the residuals is zero (the positive and negative residuals cancel out) 
o The sum of the squares of the residuals has the least possible value 

 

You can find the equation for any LOBF in a scatter plot using this method:  
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Example 1: This table shows data for the full-time employees of a small company. Analytically, find the equation of the 
LOBF and classify the correlation. 

Age Income ($000) 𝑥' 𝑦' 𝑥𝑦	 

33 33    

25 31    

19 18    

     

     

     

     

     

*𝑥 = *𝑦 = *𝑥' = *𝑦' = *𝑥𝑦 = 

Linear Regression:  

 

 

 

 

Correlation coefficient:  

 

 

 

Predict the income for a new employee who is 21 and an employee at age 65. Are these examples of interpolation or 
extrapolation? 
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Your turn: Spend 30mins to work on this Task, then hand it in to your teacher to photocopy, so the copy will be kept in 
your student’s folder.  

 

a) Determine the LOBF and the correlation coefficient for these data. 
b) Use Excel to graph the data and the LOBF to check if your values from part a) are correct. And suggest if these 

data support the researchers’ theory?  
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Homework: To evaluate the performance of one of its 
instructors, a driving school tabulates the number of 
hours of instruction and the driving-test scores for the 
instructor’s students.  

a) analyze these data to determine whether they 
suggest that the instructor is an effective teacher. 
(Hint: focus on correlation coefficient, close to zero, 1, or – 1) 
 

b) Use outlier check (1.5 times of box width) to comment on any data that seem unusual.  

 

c) Determine the effect of any outliers on your analysis. (Hint: double check correlation coefficient if you remove 
the outlier) 
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