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Unit 7: Normal Distribution 
 
Lesson 7.3: Normal Approximation to the Binomial Distribution 
 
We have covered:  

- Use z-table to find the area under the normal distribution curve, so that 
knowing the proportion of data falls into a certain interval.  

- Confidence interval with given p or given mean and standard deviation 
(use sample to estimate population) 

 
All the examples of normal distributions we have seen so far have modelled 
continuous data. There are many situations, however, where discrete data can 
also be modelled as normal distributions.  
 
Example 1:  
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If the discrete data have a binomial probability distribution and certain simple conditions are met, the normal 
distribution makes a very good approximation by using continuity correction. This approximation allows the 
probabilities of value ranges to be calculated more easily than with the binomial formulas.  
 
Condition:  
 
To ensure the shape of the binomial distribution needs to be similar to the shape of the normal distribution, the 
quantities np and nq must both be greater than five. (i.e., np > 5 and nq > 5), the approximation is better if they 
are both greater than or equal to 10.  
 
Then the binomial can be approximated by the normal distribution with 𝛍 = 𝒏𝒑	𝒂𝒏𝒅	𝛔 = )𝒏𝒑𝒒.  
 
In order to get the bets approximation, add 0.5 to x or subtract 0.5 from x (use x + 0.5 or x – 0.5). The number 
0.5 is called the continuity correction factor.  
 
 
Example 2:  
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Practice:  
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
Lesson 7.4: Sampling Distribution (8.5) and Hypothesis Test (8.6) 
 
Part 1: Sampling Distribution (8.5) 
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Example 3:  
        
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Part 2: Hypothesis Testing (8.5) 
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If P(�̅� < 44.5) < α, then 
the evidence is strong 
enough to reject null 
hypothesis, so the 
population mean = 45 g 
is not true.  
 
If P(�̅� < 44.5) > 𝛂, 
then the evidence is 
NOT strong enough to 
reject the null 
hypothesis, so to accept 
𝑯𝒐, the population mean 
= 45 g is true.  
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Example 4:  
 
An automobile company is looking for fuel additives that might increase gas mileage. Without additives, their 
cars are known to average 19 mpg (miles per gallons) with a standard deviation of 78

9
 mpg on a road trip from 

Muscat to Sur. The company now asks whether a new additive increases this value. In a study, forty cars are 
sent on a road trip from Muscat to Sur. Suppose it turns out that the forty cars averaged x= 19.75 mpg with the 
additive. Can we conclude from this result that the additive is effective? 
 
With a significance level of 1%. 
With a significance level of 10% 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Practice:  

 



 pg. 7 

Practice: Drug effectiveness  

                     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
More practice:  

 
 

 
 
 


